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Abstract (why youore

HiperDispatch has been around for a number of years now, but there is still a misunderstanding of the true
differentials and effectiveness of logical processors designated as high, medium, and low. In addition, there is
the seemingly never ending questions of how HiperDispatch determines the number of high, medium, and low
pool processors for an LPAR. A common practice is to optimize LPAR configuration such that the most
important LPARSs have at least one high pool processor. But how much does this matter in real life? How much
benefit can you expect to gain for your most-loved LPARs if you can give them an extra high-pool processor?
How much might that hurt other LPARS?

During this webinar, Scott Chapman will dive deeper into HiperDispatch and help the attendees better
understand the true meaning and effectiveness of each pool of processors.
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Agenda

Brief overview oHiperDispatch

Medium pool rules
CommonHiperDispatchexpectations & measurements
What do we see In real life measurements?
Conclusion: how much should you worry about this?
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HiperDispatclOverview
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HiperDispatch History /EIQ

HiperDispatclwas introduced on the z10 in 2008

Goal was to improve performance through improved cache coherency
. FPaAolrfttey R2y QU ySSRfSaate aLiX Adad g2\
smaller number of CPs
aAUAIFGSEa GKS aakK2NI /té LINRofSY
Caused by having high ratio of logical to physical CPs
Changed both PR/SM and z/OS dispatching

2 a4 2NAIAYlLFffe 2LINA2YI{X o0dzi RSTFL
Required in some configurations and if using SMT
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Vertical CP Management /E]Q

HiperDispatchv | y I 3S& /ta GOSNIAOIfteeés v
ogical CPs a larger percentage of a physical
_ogical processors classified as:

Highg The processor is quadedicated to the LPAR (100% shdké)l)

Medium¢ Share between 0% and 10@%\)

AN AN v AN v

Lowg! YYSSRSR (2 aldgwwate [t!wQa ¢gSAIKI
¢KA&d LINPOSaaz2N) Of  aaATAOLGAZY A&
ALl NARGee 2N alLl22ft €

E.G. Vertical High = VH = High Polarity = High Pool = HP
Parked /Unparked

LYAOGALFfEE8Z £ LINPOS&aaz2NAR | NB aLI N) SRE

VL processors may becomeparked(eligible for work) if there is demand and

avallable capacity




Guaranteed Share as Processors /E]Q

9 OK [t!wQa aKFNB OFy 06S GNYXvyvatl
00006 O MOEVIEXDNI (DDIOTYQOE BQHIVAE 0'Qd § &8 O

In below example, there are 6 shared processors so:
SYSB = 500/1000 * 6 = 3 processors

SYSC = 350/1000 * 6 = 2.1 processors
SYSD = 150/1000 * 6 = 0.9 processors

For ease of use, try to

LPARSs with dedicated CPs are make weights add up to

rare, but shown here to point | O O % OO0 OO 1000 (like they do here).
out those dedicated CPs are O
separate
: SYSA SYSB SYSC SYSD
Dedicated Dedicated 500 350 150 Shared by
to SYA SYSB, SYSC, SYSD
\ PR/SM y
ClSISICSICIGICIC
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Horizontal CP Management /E]Q

Prior toHiperDispatchPR/SM would split each logical CPU evenly based c
Its average share of a processor

SYSB gets 6 LPs, each effectively 50% of a physical (3/ 6)

/ i f SIR (i2 6K
SYSC gets 3 LPs, each effectively 70% of a physical (2.1/ ', K NI /tAEY vy

SYSD gets 2 LPs, each effectively 45% of a physical (0.9 / Ioglcalsspend less time

dispatched to a physical
GKFY {.,{/ QaH

z/OS runs better with at

O O 888 80 OO least 2 LPs!

SYSA SYSB SYSC SYSD

E)e;li&ated Dedicated | 3 pr shr |2.1 pr shr [0.9 pr shr g:'grgfjsbisc’ SYSD
PR/SM e
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HiperDispatch Off

EPS

SYSB SYSC SYSD

LGQa | Oldzr tfte €A
this! Any logical might end up on
any physical wheredispatched
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HiperDispatch On

EPS

SYSB SYSC SYSD

®e000C

Much better L1/L2 cache
utilization likely.

The third CP on SYSB may be a

high or may be a medium at a
100% share.
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Medium Pool Rules
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Medium Pool Processors /E]Q

HiperDispatclprefers not to have VMs with low weight

Instead a VH will be taken as a second VM and the two VMs sharing the weight of
those two engines

OdPDD Yy [t!lw A0K gSAITKG FIAGAY I A
2V HA(106%each)+1-VM(40%PR/SM will not do this
1 VH (100%) + 2 VM (70% eachPR/SM will do this

Basically PR/SM wants a single medium pool CP to get at least a 50% sh
of a physical CP

If the weight of an LPAR is just under n.5 CPs of capacity getting it to n.5 should re
In an extra VH
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Potential VM Confusion /E]Q

z13 has different rules for when the weight is between 1.5 and 2.0 CPs
Instead of 1 VH and 1 VM, gets 2 VMs

/[ty 2yfée KI@S + +a AF AdGQa 6SAIAKI
Otherwise a VH is demoted and the combined weight is divided between the two
VMs

E.G. and LPAR with a weight of 2.1 CPs would have 1 VH, and 2 VMs at 0.55 eact

{2 AT OUKSNBQA H +aasz 0KSeée gAaftt I f
LE. (1 +.01)/2)<=x<=((1+.49)/2)
Except the z13 scenario above, where both will be > 0.75

But if the VM would have had a weight > 0.5 it can stand on its own
And such a solo VM could have a weight approaching 1



HiperDispatclexpectations
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High - pool love, Low -pool hate /E]Q

Common belief / expectation:
VH processors perform better
VL processors perform worde
HiperDispatchs geared towards machines with many processors

It is common to hear recommendations to tweak LPAR weights to get an
extra VH processor for a loved LPAR

Also common is the recommendation to not use ipaol processors
IBM recommendation to not have more than 2 VL processors
b20S 6SQONB 2yfteée GlFrft1Ay3a 62dzi T kh{ NI
Impacts to z/VM and z/Linux may be different
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S
How can we measure efficiency” /E%

Commonly cited:

CPIc Cycles Per Instructianlower is better

Can be broken down into
Instruction Complexity CRICPI influenced by the instruction mix
Finite Cache CPICPI influenced by cache contention (because caches are finite)

RNI¢ Relative Nest Intensity lower is better

Calculates a number that is workloaelated and should remain somewhat stable when moving
between processor generations

Can be useful for showing the relative impact of cache misses at each level

More directly: If you make a change and the CPU consumption for the
workload goes down, that was a good change
b20GS &2dz OFy Qi GF 1S ayoyhdeH lovkDletniziFEey S y
executions to account for normal variations and cregskload contentions




Can we justify the love/hate? /E]Q

Probably the easiest way to show this is to look at the Estimated Finite CF
for each processor, with the expectation:

VH will show lower Est Finite CPI

VL will show higher Est Finite CPI

VM will be in the middle

But do we see this?

Maybe
Sometimes
It Depends
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Real life measurements
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NOTOL"
Est. Finite CPI for System by Polarity NanASALe

SMF 113

ot SYSN, CP, 8561, T01 ® Low -

Medium

@ High
55 Warning
5.0
45— - - - - - — - ——_— ————————— — — ————
So the assumption is

e that if we looked at
s estimated finite CPI by

SYaAyS LRt N
30 patterns that usually
looked like this.

25 /\ J\\/\ Reality is rarely this nice!

CPI (Cycles per Instruction)

0.5

0.0

03.25. 2. 0925, 03.2;_ 0925 | 0925, 0925, 09.2;.
2023 0.9, 2023 g, 00 2023 06:9, 2023 09:0, 2023 1, 00 2023 45, %0 2023 18:09 2023 219
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NOTOL"
Est. Finite CPI for System by Polarity NanASALe

SMF 113
6o SYS1, CP, 3906, M02 ® Low -
Medium
@ High

35 Warning

5.0

45— - - - - - — - ——_— ————————— — — ————
§ Instead we see systems
s like this where there is
S L either no difference or
2 maybe even the high
2 a0 pool processor shows
T running worse than the

2 medium/low!

2.0

0.0

0g, : 0g, 0., : 0g., : 0g, 0g, ' 09, : 0,
272054 030 27-2055 06:05 272054 03.0, 272054 12:0 47-2023 , s0p 72023 , 500 72023, 1:00 282054 00:0,
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NOTOL"
Est. Finite CPI for System by Polarity NanASALe

SMF 113
ot SYSM, CP, 8561, T01 ® Low -
Medium
® High

55 Warning

5.0

45— — - —— ——
5 Or how about this,
s where there is no high,
S L but the low(s) always
2 seem to be more
2 a0 efficient than the
T medium(s)??

25

2.0

15—

1.0

0.5

0.0

T 1 I T T T 1
03, 0Og., 03, 03, 0g., 03, 0g. 0g. 0g.
272023 00:9, 27-2023 03:9o “7-20 272023 09:9¢ 27-202 12:09 272023 15:00 27-2023 18:09 72023 21:09 28-2023 00:09

3 0g. 0o
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NOTOL®
Est. Finite CPI for System by Polarity and I/O Interrupts s —

SMF 113

SYSM, CP, 8561, TO1 ® LowN

Low Y
Medium N
Medium Y
@® High N
HighY

Warning

| SNBEQa LJ NI
answer: CPs which
handle I/O interrupts
tend to be less efficient.

CPI (Cycles per Instruction)

VAR

: 1 T 1 1
0g., 03, 03, 0g. 03, 0g.
2?"2923 09:9¢ 27‘2093 12:09 2?-'?023 15:09 2?‘2023 18:09 27“?093 21:099 28-'?&9—3 00:gg

0.0

Oa., 0g., : 0g, :
2?.2023 ﬂg.m 2?‘2023 93.00 2?._?0.

3 ﬂﬁ_.ao
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6.0

5.5

5.0

Est. Finite CPI by Specific CPU

With Polarity and 1/O Interrupt
SYSM, CP, 8561, T01

® LowN_ 2

LowN_4
® LowN 6
® lowY 2

SWOTOR"

® MediumY_0

Warning

45 ————— -

4.0

3.5

3.0

CPI (Cycles per Instruction)

2.5

2.0

T

1.0

© Enterprise Performance Strategies

www.epstrategies.com

0.5
F\/Wv\\/'/\/\A/\_/\’\/\_/ N N\/\/\/\/\/V\/\/\//\\/w VA
[i] 0 o 0g.

In this case, the LPAR
only has 1 VM and 3 VL,
so one VL will always be
unparked.

The VM is usually the
only CP enabled for
interrupts, and it so it
runs less efficiently.

Also note in this case
even when the VL did
handle interrupts, it
RARY QiU KI yRf
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NOTOo"
Est. Finite CPI by Specific CPU <N\ O

With Polarity and 1/O Interrupt

oo SYSI, CPR, 3906, M02 ® High N_0 ~—
® HighY 0
® HighY_1
® LowN 3
55 ® Medium N_2
Warning
5.0
45— — - —— ——
5 | SNBQa | aea
s couple of VH and for at
S L least part of the day, the
2 VH that does I/O is the
2 a0 least efficient CP.
o
© 25
2.0

0.0

1 T 1 T T 1
03, 03 0g., 0g., 0g. 03, 03, 0.,
27-2023 03.0p 27-2024 06:, 27-2025 09:95 272025 1200 72025 15705 272023 16:0p 72023 ,, 2 28-2023 g5 %
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NOTOo"
Est. Finite CPI by Specific CPU <N\ O

With Polarity and 1/O Interrupt

a
SYS2, CP, 8561, T01 High N_10 —-

High N_12
High N~ 14
High N_16
High N_18
High N_2
High N_4
High N_6
High N_8
High Y0
10 High Y_2
High Y_4
High Y

q L'~ Much larger system with
rwi several VH, all of which
’ Vedum ganerally outperform
Waming the VM and VLs. And the
VH handling the 1/0O
6 interrupts is generally a

bit less efficient.

13

12

1"

CPI (Cycles per Instruction)

T T 1 I T
0g. Og. 03, 0g. 03, Oz,
#2023 06:9, 2023 09:9, 72023 12:09 #2023 15:0 2023 18:0 #2023 21:0
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NOTOo"
Est. Finite CPI by Specific CPU <N\ O

With Polarity and 1/O Interrupt

oo SYSN, CPR, 8561, T01 ® HighN_1 —
HighY 0
® LowN 3
® MediumN_2
5.5
Warning
5.0
45— —

§ But sometimes our
s expectations are not
. met. Here the VH
2 handling I/O is the more
g efficient.
&5 . This may be because this
\ IS a less busy system, but

20 ' y still does significant 1/O.

15— - WML Ao~—mrre A e M S AN

1.0

0.5

0.0+ T T T 1 f T

09-;_7.20 23 gy 09~2?_20 23 a3 09-;?.2[,23 0610, 09.27.2023 00 99~3?.3923 1209 99—2;-2,;23 509 09.27._?023 10 09-3?-29;3 21:0p
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NOTOo"
Est. Finite CPI by Specific CPU <N\ O

With Polarity and 1/O Interrupt

SYSE, CP, 3931, A01 . ~—
6.0

5.5

Bl I I I I}
—
()
=
=<
(%]

5.0 =1 - - - W1 F - B0 F W - B S - 5 W S F E b ma-m-r e O unk N2

45 ————— -

§ Sometimes there just
s e NBFfftée AayQi
S L difference at all!
;g 3.0
o
© 2.5
2 —

0.0 1 T
0g., 03,
27.2054 00:0, 27-2053

T T 1 I T
09.@ > 09‘-.2 = 99-.2? 09-.2 > GQ‘-Q > Og. 27
2 -2 2 -2 -2 2
03.99 023 06:9, 023 09:99 922 12,0 o 023 15:0 023 18:09 023 21:09
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General Conclusions /EIQ

Effects ofHiperDispatchmost obvious on LPARs with several CPs
But still has value on LPARs with fewer CPs too

Efficiency by polarity can be confusing
QALISOAlIffte gKSY UOUKSNBQa NBfIFOAQGSt e TFE¢
On LPARs with a VM and VL, the unparked VL is effectively a VM

On larger LPARSs, VLs that are regularly used may be similar to VMs
But as the CEC gets busier, they will suffer more and become less efficient

Usuallythe CPs handling I/O interrupts will be a bit less efficient
¢KS 1 KFIYRfAYy3 Lkh AYUOSNNHzZLIGA Yl & 0°¢

But if the CP has little to do other than I/O, it might appear more efficient

Less I/O = more efficient CPU



Summary: How much should you care? /E]Q

Probably not muchiHiperDispatchs generally a good and helpful thing

/O interrupts being handled by the processors with more assigned weight
d22R OKAYy3 0SOlFdzaS Al KSfL@a Sya

A VM-> VH conversion might not result in any significant gain
LQff SOUSYy aleéy LINRolofteée g2y Qi Ay Y2al
Correcting weights to avoid using VL is still good & beneficial practice

Avoid risk of interference from the other LPARS
.dzi A42YS YAY2N ALB2N)IRAO dzaS 2F [ Aa

Avoiding I/O means avoiding I/O interrupts and means reducing the
efficiency impact®f handlingthe 1/O interrupts
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